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ABSTRACT

Most weather reports are either based on data from dedicated weather stations, satellite images, manual measurements or forecasts. In this paper a system that automatically generates weather reports using the contents on webcam images are proposed. There are thousands of openly available webcams on the Internet that provide images in real time. A webcam image can reveal much about the weather conditions at a particular site and this study demonstrates a strategy for automatically classifying a webcam scene into cloudy, partially cloudy, sunny, foggy and night. The system has been run for several months collecting 60 Gb of image data from webcams across the world. The reports are available through an interactive web-based interface. A selection of benchmark images was manually tagged to assess the accuracy of the weather classification which reached a success rate of 67.3%.
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I. INTRODUCTION

Weather reports are important in many contexts. Hiking in the mountains or other desolate places can be dangerous under certain weather conditions and accurate information about weather condition can be crucial for adequate preparation and survival. Fishermen and others travelling on the seas are also dependent on accurate weather information to avoid danger and loss of life. Even in more protected environments, such as the city, accurate weather reports are important. For instance, the weather affects what clothing we decide to wear.

There are two types of weather reports – real-time weather reports and weather forecasts. Weather forecasting is a complex process whereby historic data combined with the current weather measurements are used to make predictions about future weather conditions. For instance, if the air pressure trend is going from high to low, then one can predict cloudy skies. Air pressure rising from low to high predicts sunny weather. Such simple forecasting is often provided on inexpensive weather stations sold for home use. This study focuses on real-time weather reports, but the strategies presented herein could potentially be combined with forecasting techniques for the purpose of predicting the weather.

Most weather reports are based on data from professional weather stations and satellite images, but underground networks of weather stations initiated by the desire to democratize the weather also exist [1]. Sensor network has also been applied for weather applications [2]. A weather station typically comprises temperature sensors, wind sensors that measure the speed and direction of the wind, humidity sensors and air pressure sensors. Such weather stations are typically regularly dispersed across large geographical areas. When looking at data from several weather stations reliable conclusions can be drawn regarding the weather in a given area. For instance, temperature and wind speed and direction measurements from local weather stations can be averaged, or fitted into a mathematical weather model, to provide a reliable and representative measurement for a local area. Air pressure gives an indication of whether it is cloudy or sunny. High air pressure is often associated with sunny weather and low air pressure is associated with cloudy skies.

Low earth orbit environmental satellites provide more global perspectives of the weather as one can track entire clouds moving across the atmosphere. By combining global satellite data with local weather station data more accurate weather reports and weather forecasts are possible. There are a myriad of websites that provide aggregated and easy access to weather data from thousands of sources. Such websites often allow visitors to plot time series and observe trends and make comparisons. Recently, several weather sites have started combining weather data with webcams, also known as weather cams, so that visitors also can see the weather conditions in addition to the quantitative instrumental measurements [3]. However, these images need to be interpreted manually in existing systems.

This study attempts to take this one step further by automatically interpreting the weather conditions at the sites monitored by the webcams. There are already thousands of openly available webcams across the globe and these webcams are an immense source of valuable information, including weather.

Using this existing infrastructure it is possible to get usable weather information independently of existing sources of weather information.
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II. RELATED WORK

Webcams have been used for a range of useful applications and some of these are related to environmental and weather related monitoring. For instance, the number of people at beaches has been monitored with webcams and aerial images where the level of grey at the white sandy beaches gives an indication of the number of people using the beach [4]. A similar approach was used for the automatic monitoring of beach pollution [5].

Several outdoor camera based monitoring systems have employed compensation strategies to overcome various weather conditions that degrade the monitoring process. One such example is overcoming glare effects that occur at night during fog and haze [6].

Researchers have also proposed strategies for detecting and removing rain from video [7], for instance using Kalman filters [8]. With moving images it is possible to clearly observe the rain. However, it is hard to determine if it is rain or not based on a single still webcam images, because the motion of the raindrops is not visible, the image resolution is often low and the cameras are set up with a wide field of view. However, it has been shown that if the rain falls directly onto the lens, or the optics, then the presence of raindrops can be detected by machine [9].

One useful application of weather related webcam monitoring is to monitor the movement of snow on busy roads [10] as roads covered in snow can be a severe traffic hazard. Typically, a webcam is positioned to monitor an accident ridden stretch of road. If the road gets covered by snow, or snow slides from the roadside into the road, the snow is detected by detecting differences in images taken before and after the event.

The detection of bad weather conditions such a snow storms is important, but the identification of pleasant weather is also of interest. Sunny days are characterized by directional lighting which results in shadows. Although not explicitly applied to quantifying the degree of sunlight, several approaches have been proposed for detecting shadows in images [11-16].

Fog is another visually distinctive weather condition. This work is partially inspired by fog filtering techniques proposed in the literature [17], where Sobel filters are applied to images. Non foggy images will have many edges, while foggy images have few edges. This is illustrated further in subsequent sections.

More sophisticated and ambitious algorithms has been proposed for estimating both the wind speed and vapor pressure in webcam images [18] based on principal component analysis, but the reported strategies are in early stages of research. There are also preliminary studies that relate images of the sky to weather [19].

Another avenue of research employs whole sky cameras which capture the entire sky using either fish eye lenses or curved mirrors. Whole sky cameras are used to study cloud cover, measure UV, cloud fractional coverage, sky polarization, computing the cloud base height and wind speed [20-21].

III. METHOD

The proposed system comprises a webcam monitoring module, web interface and a weather classification engine. We will first describe the core of the system, namely the weather classification engine followed by a description of the web interface.

In order for the system to adapt to the conditions at each site a representative set of images are first collected over time so that there are good chances that one has captured the most representative weather conditions, that is, the learning phase. Then, k-means clustering is used to classify the training images according to the various features described in the following sections. The centroids of each cluster are then used as reference values for the various weather conditions at each site.

1. Day-night classification

Each image is first classified into day and night images on the assumption that it is hard to determine the weather from a dark night image. Night images are thus discarded. This is not to say that it is impossible to extract weather information from night images. Polar regions have midnight sun during the summer months and other sites are often artificially lit.

There are several ways to determine whether an image is a night image or day image. Images captured with high end cameras are encapsulated with EXIF information such that the exposure value can be computed and used directly [22]. Inexpensive webcam images often do not contain EXIF information and content based strategies are needed. Previous strategies include averaging the pixel intensity and classifying images according to the overall intensity [23]. However, this study proposes an even more efficient and reliable measure. First the image is converted to greyscale.
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2. Fog detection

The next step is to apply fog detection to all day images. Fog detection is achieved using a Sobel operator for edge detection as proposed in the literature [17], namely:

\[
g(x, y) = \sum_{k=-j}^{l} \sum_{j=-j}^{l} h_{x,j} f(x - j, y - k)
\]

where the horizontal and vertical kernels \(h\) are defined as

\[
h = \begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{bmatrix}
\quad \text{and} \quad
h' = \begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{bmatrix}
\]

respectively. Then the Sobel pixel value is given by

\[
sobel(x, y) = 255 - \sqrt{g_{\text{horizontal}}(x, y)^2 + g_{\text{vertical}}(x, y)^2}
\]
Note that the Sobel image is inverted so that edges appear black and non-edges appear white when visually inspected.

**Figure 5.** A night image and sunny image together with Blue-test, saturation and intensity spread distributions (blue histograms) for the images captured. The red lines indicate the cluster center for the sunny category. Note that standard deviation is used as the intensity spread measure shown.

Next, the edge pixels are counted. A high edge count indicates non-fog, and a low edge count suggests that the image contains fog. To find the appropriate thresholds, k-means with k-value of 2 was applied to the training set. Fog detection with the Sobel operator is illustrated in Figure 2.

### 3. Sun-cloud classification

A very important aspect of the proposed system is the classification of weather into sunny versus cloudy days and the degree to which it is sunny or cloudy. In addition to temperature, the degree of sun or clouds is a key weather characteristic that users often are interested in. In this study several strategies for analyzing the degree of sun and clouds in the skies were explored.

A manual inspection of a large number of images revealed that the degree of sunny clear skies is strongly correlated with saturated colors. That is, images of sunny scenes contain more saturated colors than images of cloudy scenes that appear less saturated as cloudy scenes contain more white components. Thus, the overall level of saturation can thus be used to quantify the level of sun. We therefore converted the image from RGB into HSB (hue, saturation and brightness) and then summed the saturation of all the pixels. The correlation between saturation and sun is illustrated in Figure 3.

Another characteristic of webcam images are that they often contain large portions of sky, that is, typically, sky separated by the horizon and then the ground. On a sunny day the sky is blue, while on a cloudy day the sky is grey. We therefore devised a blue measure and a grey measure. The blue measure is obtained by counting the number of blue pixels, and summing the blue value of these pixels. We defined these pixels to have a hue in the range of 170-240 degrees on the color wheel with saturation over 0.05 to avoid white pixels. The blue-measure is thus:

\[
\text{blue} = 1.05 \cdot \frac{n_{\text{blue}} + 1}{X \cdot Y} \cdot \frac{S_{\text{blue}}}{1.5}
\]

where \(n_{\text{blue}}\) is the number of blue pixels, \(S_{\text{blue}}\) is the sum of all blue pixels and \(X\) and \(Y\) are the image dimensions. The grey measure was computed by counting all the pixels with saturation below 0.2 and brightness in the range 0.70-0.99. The blue and grey measurements are illustrated in Figure 4.

A few noteworthy exceptions to these observations were made. Just after sunrise and just before sunset the captured images are highly saturated with a bluish light irrespective of the weather. One way to distinguish sunset and sunrise images from sunny daytime images is to either look at the time of day of the particular location or consider the boundary of day and night. However, we discovered a more robust and simple strategy.

### 4. User interface

The system was written in Phyton using the Django.

Daytime images have a large range in intensity values from bright to dark, while the range of intensity values is narrower during sunrise and sunset as the overall light intensity is lower. Therefore, an image is tagged as sunny if it is highly saturated and the variance in intensity values is large.

For each image the variance of all the pixel intensities are calculated to obtain a measure of spread in intensity. A large spread in intensity indicates daytime image and a low spread in intensity signals night, sunrise or sunset images. The importance of considering spread in intensity is illustrated in Figure 5.

These four parameters, that is, overall saturation, blue measure, grey measure and intensity spread are used with the k-means algorithm to classify images into cloudy, partially cloudy and sunny images.
framework with jQuery for the user interface and javascript support, Matplotlib for plotting, SciPy and NumPy for mathematical computations, the Pyton Imaging Library (PIL) and OpenLayers for map functionality. The data for the map was obtained from OpenStreetMap.

Visitors browse the weather using the web application. By registering an account users can also register additional cameras by providing a URL to the webcam and indicate on the map where in the world the camera is located. Users can manage their list of webcams using their accounts. The user is presented with a world map with icons indicating the weather according to the analysis of the webcams using recognizable icons. Such weather icons have become culture neutral conventions for presenting weather. The user can zoom and pan to select a specific region on the map to see more detail. Detailed information is acquired by selecting a specific camera.

Often there are more than one webcam in a specific area. In such cases a voting algorithm is used to determine what weather to report for that region. That is, the weather with most votes is reported to the user. In the world view there can be large number of webcams in small areas and the webcam and the associated weather are also listed on the side of the map to help the user. The web interface also contains experimental analysis functionality that was used during the development to tune the algorithms. This allows easy access to webcam images with certain features including visualization of the clustering analysis.

**Table 1. Results of manual classification.**

<table>
<thead>
<tr>
<th></th>
<th>cloudy</th>
<th>partially cloudy</th>
<th>sunny</th>
<th>foggy</th>
<th>night</th>
</tr>
</thead>
<tbody>
<tr>
<td>manual</td>
<td>20</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>partially cloudy</td>
<td>4</td>
<td>23</td>
<td>14</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>cloudy</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>sunny</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>foggy</td>
<td></td>
<td>1</td>
<td></td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

**IV. EXPERIMENTS**

Towards the end of the testing phase more than 70 cameras across the world were registered and the system collected approximately 7,000 images from these cameras each day, that is, approximately 100 images from each camera on a daily basis. An image was thus downloaded from each camera every 15 minutes. During the entire test-phase a total of 450,000 images were captured and analyzed.

To assess the correctness of the automatic weather reports two types of tests were conducted, a smaller test were the authors manually checked 100 random images and a larger test where 86 volunteers manually checked 860 random images.

1. **Authors’ evaluation**

The test performed by the authors comprised selecting 20 different webcams and then manually classifying the weather shown on five random images for that camera. The following classes were used: cloudy, partially cloudy, sunny, foggy and night. Cameras not applicable to the tests were replaced. That is, cameras out of service, indoor cameras or cameras of low quality or with incorrect exposure settings that makes it difficult to manually determine the weather (see Figure 7). A total of 100 images were manually classified. The results of the manual versus automatic classification are shown in Table 1.

The experiment revealed an overall success rate of 67.3%, that is, 67.3% of the cases were correctly classified by the algorithm. This experiment included five classes and a result of 67.3% is much better than random, as a totally random guess would give a theoretical success rate of about 20%.

The performance metrics in Table 2 shows that classification of night yields the best performance, followed by the classification of cloudy weather and partially cloudy weather. The results for sunny weather are the worst. Table 1 shows that most images with sunny weather are correctly classified, but partially cloudy weather is often misinterpreted as sunny weather. However, note that the test set only comprise seven sunny images as the majority of images (23 images) depicted partially cloudy weather.

The classification of fog has a high recall, but low precision. That is, only one foggy image is incorrectly classified as a cloudy image, while several cloudy, partially cloudy and sunny images are classified as foggy images.

![Figure 7. Difficulties encountered determining the weather manually. a) sky not visible, b) out of service, c) low image quality, d) over exposure.](image-url)
difference being that these individuals did not report back and got replacement images or could mark images as unclassifiable. Since these images were not replaced it was natural to expect a lower success rate. Note also that these people were anonymous and located in different countries. We therefore cannot be completely certain that all these participants performed the task as instructed.

Often there are more than one webcam in a specific area. In such cases a voting algorithm is used to determine what weather to report for that region. That is, the weather with most votes is reported to the user. In the world view there can be large number of webcams in small areas and the webcam and the associated weather are also listed on the side of the map to help the user.

The web interface also contains experimental analysis functionality that was used during the development to tune the algorithms. This allows easy access to webcam images with certain features including visualization of the clustering analysis.

**Table 2. Weather prediction performance**

<table>
<thead>
<tr>
<th>condition</th>
<th>no. images</th>
<th>precision</th>
<th>recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>cloudy</td>
<td>20</td>
<td>74.1%</td>
<td>83.3%</td>
</tr>
<tr>
<td>partially cloudy</td>
<td>23</td>
<td>82.1%</td>
<td>52.3%</td>
</tr>
<tr>
<td>sunny</td>
<td>7</td>
<td>31.8%</td>
<td>50.0%</td>
</tr>
<tr>
<td>foggy</td>
<td>5</td>
<td>50.0%</td>
<td>83.3%</td>
</tr>
<tr>
<td>night</td>
<td>15</td>
<td>88.2%</td>
<td>93.8%</td>
</tr>
</tbody>
</table>

**Table 3. Frequency of correct classification in the volunteers’ evaluation**

<table>
<thead>
<tr>
<th>no. correct</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

This study proposes a strategy for reporting weather based on the existing infrastructure of openly available webcams. Although not as accurate as weather stations it provides an alternative source of high level weather information that can be used to corroborate other sources. The authors’ evaluation achieves a success rate of nearly 67.3% and the volunteers’ evaluation 60.7%. The current strategy performs best on night and cloudy images, but the strategy is also able to detect partially cloudy days, foggy weather and clear skies. Future work includes improving the weather classification strategy, especially the detection of clear skies using shadow detection.
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